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Optimization Problem

Distributed stochastic (non-convex) optimization:

min, f(x) := Z fi(x),

where f;’s are L-smooth and f is bounded below.
Stochastic gradients: fort € [0, T — 1], i € [n],

1 [gl] = VE(x), E|gl— V(x| <

Communication interval: 7 (7 is a multiple of 7).
Notations: X, = =Y " xi, f* = inf,cpa F(X),
A=f(xg)—f*.

MbSGD vs. LocalSGD/SCAFFOLD

MbSGD: T = Rr.Fort € [0, T — 1], i € [n],

Xt T+1 — ZJ 12 t—k?

xi+1 — if t + 1 is @ multiple of 7,

X, otherwise.

LocalSGD: T = Rr. Fort € [0, T —1],i € [n],

Xt T+1 — ZJ 12 t—k

Xft+1 _ if t + 1 is @ multiple of 7,

—ng!, otherwise.

SCAFFOLD [Kar+20]: T = 2RT.

Algorithm 1 SCAFFOLD
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forr=0,1,--- ,R—1do
for i € [n] do in parallel
fork=0,1,---,7—1do
Xorr k1 = Xorrik
end for
@bﬂ = Zk o 82rrik
end for
Compute and broadcast: g,,) = = > .. g(rT)
for i € [n] do in parallel
fork=7,7+1,--- 27— 2do

i i
Xorr+k+1 = X2rr4k

— 1N (gérT—l—k — @érﬂ + Q(W))

end for
end for
Compute:

n 27—1

. o n ~ ~
x2(r—|—1)7' — X2rr — ; 2 2 g]2r7+,

j=1 I=1

BroadcaSt: Xé(r—l—l)T — §2(r—|—1)7-1 fOI‘i - [n]
end for
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Assumptions

Assumption 1 (Standard gradient similarity). For Assumption 2+ (Uniform Hessian similarity). For

some ( > 0, we have

sup — Z |Vfi(x) — VF(x)|5 < ¢

xcRd N

Assumption 1+ (Uniform gradient similarity). For

some ( > 0, we have

sup sup || Vfi(x) — VF(x)|l5 < (2

x€R9 i€|[n]

Assumption 2 (Standard Hessian similarity). For

some ¢ € [0, L], we have

% Z |Vfi(x) — VF(x) — Vi(y) + VF(y)l3

<&x—vyls, Vx,yeR?

Existing Analysis

Lemma 1. There exists = > 0 such that
MbSGD ensures the following upper bound on

T—1 N2
% t:o -t )H2:
LA [ Ao?
@, | .
( nT R )

Lemma 2 ([Kol+20]). Under Assumption 1, there ex-
ists 1 > 0 such that LocalSGD ensures the following

upper bound on + tTOl JH\/f(it)Hg:

LA \/ LAc? [ LAC (LAU)%
@, | | ——= .
nTR R 7'3 R3
Lemma 3 ([WPS20]). Under Assumption 1+, |f
all the local functions f; are convex, x* €
arg min,cra f(X), and there exists some D > 0 such

that |[Xo — x*||, < D, then there exists n > 0 such

that LocalSGD ensures the following upper bound on
PG EIf (xe)] - £

Lemma 4 ([Kar+20]). Suppose in Line 14 of Algo-

rithm 1, a different global stepsize n, can be used

when aggregating the updates. There exists 1, >

n > 0 such that SCAFFO_D ensures the following
_ 2

upper bound on % Z )15

LA [ Ac?
0 ,¢ _
( R nTR )
Lemma 5 ([Kar+20]). Suppose @ém) = Vfi(Xo,7) in
Line 6 of Algorithm 1. Under Assumptions 2+ and 3,

if all f; are quadratic, then there exists n > 0 such
that SCAFFOLD ensures the following upper bound
2

on—z
L _ A [ Ao?
@(<T+“P)R+\/nm)-

Remark. THERE IS NO THEORETICAL SPEEDUP WITHOUT

MORE RESTRICTIVE ASSUMPTIONS!

some 0 € [0, 2L], we have

[V1i(x) = VF(x) = Vfi(y) + Vi(y)ll,
<5x—yl,, ¥x,yeR? Viec]n].

Assumption 3 (Weak convexity). Forsome p € [0, L],
we have

fi(x) + ngx is convex, Vi€ [n].
Assumption 4 (Lipschitz continuous Hessian). For

some M > 0, there exists (at least) one function f
such that: f € conv{fy,---,f,}, and

VF(x) - V()| <Mx—yl,, xyeR?.

Our Analysis

Theorem 1. Under Assumptions 1 and 3, there ex-
ists 1 > 0 such that LocalSGD ensures the following

upper bound on + tTol g (Yt)Hg

L A LAc? (LA ~ (LAo)3
O((T+p)R+\/n7R I(R) 7—3R3)
Theorem 2. Under Assumption 1, if all the local
functions f; are convex, x* € arg min,ra f(x), and
there exists some D > 0 such that ||Xo — x*||, < D,

then there exists n > 0 such that LocalSGD ensures

the following upper bound on + tT 01 v f (X:)] —
f*:

o(LD? oD (LPDH)'  (Lo?DF\S
TR VnrR \ R? TR?
Theorem 3. Under Assumptions 1, 2+ and 4, there

exists 1 > 0 such that LocalSGD ensures the follow-

ing upper bound on 3" "V E ||V F(x,) |5

o[ LA \/LA02 - (0AC
V. nrR R

(LAG)3
73 R3

Theorem 4. Under Assumptions 2 and 3, there exists
n > 0such that SCAFFOLD ensures the followmg up-
per bound on = Z

A [ Ao? (LA0)3
o) % J -

(( + _|_IO R + TR 7'3 Rs
Theorem 5. Under Assumptions 2 to 4 with

M = 0, there exists n > 0 s.t. SCAF-
FOLD ensures the following upper bound on

—1 = — 2
k=0 E[|VF(Xorririi)|l3:

Remark. OUR ANALYSES ARE BASED ON EXISTING OR
WEAKER ASSUMPTIONS!




